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Abstract

This study uses a Bayesian VAR to demonstrate that the recent house price boom in Germany can be explained by falling interest rates and that higher interest rates are likely sufficient to stop the increase of German house prices. The latter suggests a potential drawback of the current monetary policy of the ECB. The BVAR's prior information shrinks the model parameters towards a parsimonious benchmark. We provide a simulation study to compare the frequentist properties of two useful strategies to select the informativeness of the prior. The study reveals that prior information helps to obtain more precise estimates of impulse response functions in small samples. To choose relevant control variables, we use a new Bayesian variable selection approach by Ding and Karlsson (2014). In addition to impulse responses and variance decompositions, we use a Bayesian conditional forecast to test the hypothetical effect of an increase of interest rates on house prices. This approach has the crucial advantage that it is invariant to the ordering of the variables.
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1. Introduction

The housing crises in the United States (US) and in Spain have forcefully demonstrated that real estate price fluctuations have a substantial impact on financial stability and real economic activity. After almost two decades of stagnation, German house prices increase at an accelerated rate since 2010, implying similar macroeconomic risks. One likely supporting factor is Germany’s robust economic recovery after the crisis. Furthermore, the expansionary monetary policy of the European Central Bank (ECB) has lead to historically low interest rates. The resulting favorable lending conditions and investors searching for a safe haven investing in German real estate may also have contributed to the increase. Low interest rates might allow for “unsustainable” house price growth whereas a more restrictive interest rate policy might prevent borrowers from bidding up house prices, resulting in a boom. How successfully interest rates can curb a boom depends on how responsive house prices are to interest rates. Our main findings are that the increase in house prices can be better explained by falling interest rates than by other fundamentals of the economy and that increasing interest rates likely are sufficient to stop the increase of house prices. These results are interesting for the recent debate whether central banks should use interest rate policy to bring down house prices, see e.g. Jorda et al. (2015). Furthermore, the results suggest a potential drawback of the current monetary policy of the ECB. As evidenced by the development of bubbles in countries like Spain and Ireland, an overly expansionary monetary policy is not suitable for all member countries of a monetary union.

To account for the interrelations over time between house prices, interest rates and other macroeconomic variables a vector autoregressive model (VAR) is a useful choice. However, in small samples the rich parametrization of VAR models may come at the cost of overfitting the data, possibly leading to imprecise inference and inaccurate forecasts. To avoid such overfitting we estimate a Bayesian VAR (BVAR). The BVAR can use prior information to shrink the model parameters towards a parsimonious benchmark, potentially leading to more precise estimates. While overly strong shrinkage does not let the data “speak”, too little shrinkage does not avoid the problem of overfitting. This raises the question as to how to select the appropriate amount of shrinkage. In many areas, researchers do not have any prior information on how to select the amount of shrinkage. Many existing studies therefore use benchmark values for the prior information, such as Sims and Zha (2006). This, however, does not necessarily yield the optimal amount of shrinkage for all relevant cases. Especially in cases like in our empirical application, where the sample size is small, the choice of values for the prior information has a crucial influence on the posterior. We investigate two useful strategies recently proposed in the literature, which make the choice of values for the prior information more “objective” and may lead to a more appropriate amount of shrinkage for the empirical case at hand. The first one, related to a recent proposal of Giannone et al. (2015), selects the amount of shrinkage by maximizing the marginal likelihood. The second selects it by minimizing out-of-sample forecast errors (see Robertson and Tallman, 1999).\(^1\) We are the first, to the

\(^1\)A third strategy would be to control for overfitting by choosing the amount of shrinkage that yields a
best of our knowledge, to conduct a simulation study to compare the frequentist properties of the two approaches. Our results suggest that selecting the amount of shrinkage by maximizing the marginal likelihood outperforms the approach of selecting the amount of shrinkage by minimizing out-of-sample forecast errors in a mean squared error (MSE) sense, plausibly because it makes more efficient use of the data by using the full sample. Moreover, the simulation study reveals that prior information can help to obtain more precise estimates of impulse response functions in small samples.

The insights of the simulation study are then used to select the amount of shrinkage in the empirical analysis of the link between interest rates and house prices. Economic theory, while suggesting that many economic variables may have an impact on real estate prices, provides no clear guidance as to which variables are to be included in a model explaining real estate prices. Where variable selection in previous VAR studies is to some extent arbitrary, we are among the first to use a new Bayesian approach of variable selection by Ding and Karlsson (2014) to choose the relevant control variables. We find that it delivers plausible results, which are in line with previous studies. This sheds light on which variables besides the interest rate are important for explaining German house prices. In addition to impulse responses and variance decompositions, we use a Bayesian conditional forecast to test the hypothetical effect of an increase of interest rates on house prices. This approach has the advantage that it shows the likely implications of an increase in one variable on other variables and is invariant to the ordering of the variables.

The remainder of this paper is organized as follows. Section 2 lays out our empirical framework. Section 3 describes the setups for the simulation and presents findings. Section 4 describes the data and discusses the empirical findings. The last section concludes.

2. Methodology

2.1. Bayesian Vector Autoregression

It has recently become popular to use prior information in VARs to overcome the problem of overfitting (e.g., Koop and Korobilis, 2010). Since Sims’ (1980) critique of the “incredible restrictions” used by large macroeconometric models, VAR models have become the workhorse tool for macroeconomic forecasting and also a popular tool for policy analysis. In comparison to theory-based Dynamic Stochastic General Equilibrium models (see, e.g., Milani, 2012), VAR models impose fewer restrictions on the data and thereby allow the data to speak more freely.

Following Karlsson (2013), the VAR model with \( m \) variables can be written as

\[
\text{desired in-sample fit, which seems to be promising for large BVARs. See e.g. Bańbura et al. (2010).}
\]
\[ y_i' = \sum_{i=1}^{p} y_{i-i}' A_i + x_t' C + u_i' \]
\[ = z_i' \Gamma + u_i' , \]  
(1)

with \( y_i \) a \( m \times 1 \) vector containing the variables at time \( t \), \( A_i \) is a \( m \times m \) matrix of parameters, \( x_t \) a vector of \( d \) deterministic variables at time \( t \), \( C \) is a \( d \times m \) parameter matrix, \( z_i' = (y_i'_{-1}, ..., y_i'_{-p}, x_i') \) a \( 1 \times k \) vector with \( k = mp + d \), \( \Gamma = (A_1', ..., A_p', C')' \) a \( k \times m \) matrix and \( u_t \sim N(0, \Psi) \) are normally distributed errors.

Due to their rich parametrization, VAR models typically provide a good fit to the data. From a frequentist perspective, such “overfitting” may lead to imprecise inference and a high variance for out-of-sample forecasts. Litterman’s (1979) widely used “Minnesota prior” provides a potential remedy for this problem. The Minnesota prior embodies a set of prior beliefs which shrink the parameters towards a stylized representation of non-stationary macroeconomic time series data, leading to potentially more precise estimates. This provides a compromise between overfitting and using “incredible restrictions”.

The model (1) can be written more compactly by stacking the data as a multivariate regression model (see, e.g., Zellner, 1971, for a detailed discussion of such models)

\[ Y = Z \Gamma + U, \]  
(2)

where \( Y = (y_1, ..., y_T)' \) and \( U \) are \( T \times m \) matrices with \( T \) the number of observations minus the number of lags \( p \) and \( Z = (z_1, ..., z_T)' \) is a \( T \times k \) matrix. Under the normality assumption the likelihood is

\[ f(Y|\Gamma, \Psi) = 2\pi^{-mT/2}|\Psi|^{-T/2}\exp\left\{-\frac{1}{2} \text{tr}\left[\Psi^{-1}(Y - Z\Gamma)'(Y - Z\Gamma)\right]\right\}. \]  
(3)

In order to shrink the parameters, we next specify the prior beliefs for the parameters \( \Gamma \) and \( \Psi \).

2.1.1. The Normal-Wishart Prior

The Normal-Wishart prior is a natural conjugate prior for normal multivariate regressions, allowing for computationally convenient system estimation. To see conjugacy it is helpful to rewrite the likelihood function in the form of a Normal-Wishart distribution when considered as a function of \( \Psi \) and \( \Gamma \). Define the OLS estimate \( \widehat{\Gamma} = (Z'Z)^{-1}Z'Y \) and \( S = (Y - Z\widehat{\Gamma})'(Y - Z\widehat{\Gamma}) \). Adding and subtracting \( Z\widehat{\Gamma} \) in the exponential in (3) yields

\[ f(Y|\Gamma, \Psi) \propto |\Psi|^{-T/2}\exp\left\{-\frac{1}{2} \text{tr}\left[\Psi^{-1}\left(S - \frac{1}{2} \text{tr}\left[\Psi^{-1}S\right]\right)\right]\right\} \times \exp\left\{-\frac{1}{2} \text{tr}\left[\Psi^{-1}(\Gamma - \widehat{\Gamma})'Z'Z(\Gamma - \widehat{\Gamma})\right]\right\}. \]  
(4)

The prior for \( \Gamma \) and \( \Psi \) can be specified in form of a conditional matrixvariate normal
distribution\(^2\) \((MN)\), where \(X \sim MN(M, Q, P)\) iff \(\text{vec}(X) \sim N(\text{vec}(M), Q \otimes P)\) and an inverse Wishart distribution \(iW(\Sigma, v)\), where \(\Sigma\) is the scale matrix and \(v\) denotes the degrees of freedom,

\[
\Gamma | \Psi \sim MN(\Gamma, \Psi, \Omega), \\
\Psi \sim iW(S, \bar{v}).
\]  

The posterior using the Normal-Wishart prior can be shown to be

\[
f(\Gamma, \Psi | Y) \propto |\Psi|^{(v+m+k+1)/2} \times \exp \left\{ -\frac{1}{2} \text{tr} \left[ \Psi^{-1} (\Gamma - \hat{\Gamma})' \Omega^{-1} (\Gamma - \hat{\Gamma}) \right] \right\} \times \exp \left\{ -\frac{1}{2} \text{tr} \left[ \Psi^{-1} S \right] \right\},
\]

where \(\bar{\Omega} = (\Omega^{-1} + Z'Z)^{-1}\), \(\bar{\Gamma} = \bar{\Omega}(\Omega^{-1} \Gamma + Z'Z \hat{\Gamma})\), \(\bar{v} = T + \bar{v}\) and \(S = S + (\Gamma - \hat{\Gamma})' (\Omega + (Z'Z)^{-1})^{-1} (\Gamma - \hat{\Gamma})\). And by the definition of the Normal-Wishart distribution we obtain the conditional and marginal posterior distributions

\[
\Gamma | Y, \Psi \sim MN(\Gamma, \Psi, \bar{\Omega})
\]  

and

\[
\Psi | Y \sim iW(S, \bar{v}).
\]

This shows that the mean of the conditional posterior distribution \(\bar{\Gamma}\) is a weighted average of \(\Gamma\) and \(\hat{\Gamma}\). The weights are given by the inverse of the variance-covariance matrix of the prior, \(\Omega^{-1}\), and by \(Z'Z\). Overall, smaller values of \(\Omega\) imply that the prior receives a higher weight relative to \(\hat{\Gamma}\). Hence, if the posterior mean is not to be strongly influenced by the prior, one assigns a high variance to the prior.

2.1.2. The Prior Beliefs

Litterman’s prior formulation is based on the belief that many macroeconomic variables are well characterized by unit-root processes. The prior mean \(\Gamma\) is then set to

\[
\Gamma_{ij} = \begin{cases} 
1, & \text{first own lag, } i = j \\
0, & i \neq j
\end{cases}.
\]  

The specification of the prior variances for the Normal-Wishart prior is a bit more tricky.

\(^2\)An excellent summary of matricvariate distributions can be found in the appendix of Karlsson (2013).
Integrating $\Psi$ out of $MN(\Gamma, \Psi, \Omega)$ shows that the marginal prior distribution of $\Gamma$ is matricvariate $t$ with $km \times km$ variance-covariance matrix $V(\gamma) = \frac{1}{v-m-1}S \otimes \Omega$, where $\gamma = \text{vec}(\Gamma)$. This implies that the variance-covariance matrix of one equation must be proportional to the variance-covariance matrix of another equation. Therefore, it is not possible to use the prior standard deviations as in the original Minnesota prior, which apply a harder shrinkage on lags of variables other than the dependent variable. Instead, we use the standard prior employed in Bayesian VARs due to Sims and Zha (1998). With $V(\gamma_j) = \tilde{s}_j (v-m-1)^{-1} \Omega$, where $\gamma_j$ with $j = 1, \ldots, m$ is a $k \times 1$ vector such that $\gamma = (\gamma_1', \ldots, \gamma_m')'$, the diagonal elements of $\Omega$ are set to

$$
\omega_{ii} = \begin{cases} 
(\lambda_0 \lambda_1)^2 / (l^2 s_r), & \text{for lag } l \text{ of variable } r, \ i = (l-1)m + r \\
(\lambda_0 \lambda_4)^2, & \text{for the constant, } i = mp + 1 \\
(\lambda_0 \lambda_5)^2, & \text{for the deterministic variables, } i = mp + 2, \ldots, k 
\end{cases} 
$$

and $\tilde{s}_j = (v - m - 1) s_j^2$ to approximate the variances of the Minnesota prior. Thus, the prior parameter matrix of the inverse Wishart is

$$
S = (v - m - 1) \text{diag} \left( \left( \frac{s_1}{\lambda_0} \right)^2, \ldots, \left( \frac{s_m}{\lambda_0} \right)^2 \right). 
$$

To ensure that the prior variance exists $v$ is set to $m + 2$ (Kadiyala and Karlsson, 1997). The terms $s_1^2$ to $s_m^2$ are OLS residual variances of a univariate autoregression of order $\tilde{p}$ for each series, used to correct for the different scales of the series. The $\lambda_s$ are hyperparameters set by the researcher, which control the tightness of the prior. The hyperparameter $\lambda_0$ controls the overall scale of the prior variance-covariance matrix relative to the estimated covariance scale estimated from the univariate autoregressive OLS models, $\lambda_1$ controls how tightly the model complies to the random walk prior, $\lambda_3$ controls the degree to which coefficients on lags higher than one are likely to be zero and $\lambda_4$ and $\lambda_5$ control the degree to which coefficients of deterministic variables are likely to be zero (Canova, 2007).

In addition to the Minnesota prior, the Bayesian literature uses other priors to introduce beliefs about unit roots and cointegration. Rather than using knife-edge tests for unit roots or cointegration, such probabilistic statements avoid the need for pre-testing, which may produce mistaken inferences about the trend properties of the time series. In the following, two priors are introduced. These proceed by adding dummy observations to the data, consistent with Theil’s mixed estimation method (Theil and Goldberger, 1960).

The sum of coefficients prior proposed by Doan et al. (1984) expresses the prior belief that the sum of coefficients on own lags is one and the sum of coefficients on the lags of each of the other variables is zero, i.e., $\sum_{i} A_i = I_m$, or similarly the belief that the recent

\footnote{Note that other priors, e.g., the independent-Wishart prior, do not share this possibly restrictive feature. However, more flexible priors imply a higher computational burden. Hence, we follow the preferred choice of Kadiyala and Karlsson (1997), the normal-Wishart prior.}
average of lagged values of a variable \( \bar{y}_0 = \frac{1}{p} \sum_{n=1-p}^0 y_{n,i} \) is likely to be a good forecast at the beginning of the sample. The prior beliefs are introduced by adding \( m \) rows of dummy observations to \( Y \) and \( Z \). Let \( y_{i,j} \) with \( i,j = 1, \ldots, m \) represent the elements of the first \( m \) rows of \( Y \) and \( z_{i,s} \) with \( i = 1, \ldots, m; \ s = 1, \ldots, k \) represent the elements of the first \( m \) rows of \( Z \). Then

\[
y_{i,j} = \begin{cases} 
\mu_5 \bar{y}_0, & i = j \\
0, & \text{otherwise} 
\end{cases} \quad (13)
\]

and

\[
z_{i,s} = \begin{cases} 
\mu_5 \bar{y}_0, & i = j, \ s \leq mp \\
0, & \text{otherwise} 
\end{cases} \quad (14)
\]

When \( \mu_5 \to \infty \) the model can be expressed entirely in terms of first differences.

The dummy initial observation prior introduced by Sims (1993) on the other hand allows for the possibility of cointegration between the variables. It adds one additional row to the system. Let now \( y_{i,m+1} \) with \( i = 1, \ldots, m \) represent the elements of row \( m + 1 \) of \( Y \) and \( z_{s,m+1} \) with \( s = 1, \ldots, k \) represent the elements of row \( m + 1 \) of \( Z \). The additional row can then be written as

\[
y_{i,m+1} = \mu_6 \bar{y}_0 \quad (15)
\]

and

\[
z_{s,m+1} = \begin{cases} 
\mu_6 \bar{y}_0, & s \leq mp \\
\mu_6, & s = mp + 1 \\
0, & \text{otherwise} 
\end{cases} \quad (16)
\]

with

\[
i = \begin{cases} 
&s, & s \leq m \\
&s - m, & m < s \leq 2m \\
\vdots \\
&s - m(p-1), & m(p-1) < s \leq mp 
\end{cases} \quad (17)
\]

As \( \mu_6 \to \infty \) the prior implies that the variables in the model are either all stationary or that the system is characterized by the presence of an unspecified number of unit roots without drift. Hence, cointegration is not ruled out in this limit. Taken together, the two prior allow to favour unit roots and cointegration (Sims and Zha, 1998).
2.2. Hyperparameter and Variable Selection

We now discuss the choice of hyperparameters of the prior. One possibility to select the hyperparameters is to evaluate the forecast performance of the model over a range of hyperparameters as suggested by Robertson and Tallman (1999). Examples for this approach include Summers (2001), Brandt and Freeman (2002), Wright (2009) and Litterman (1986). This approach is attractive as a good forecasting model likely is a model which does not overfit the data. However, it needs to be determined which forecast horizon and how many forecasts should be chosen to select the hyperparameters.

A second approach, related to Giannone et al. (2015), chooses the hyperparameters so as to maximize the marginal likelihood. The log-marginal likelihood of a given model $M_i$ can be decomposed into the sum of one-step-ahead predictive scores

$$\ln m(Y|\Xi, M_i) = \sum_{t=1}^{T} \ln m(y_t|\{y_s\}_{s=0}^{t-1}, \Xi, M_i), \quad (18)$$

with $m(Y|\Xi, M_i) = \int f(Y|\theta_i, \Xi, M_i)\pi(\theta_i) d\theta_i$ for a parameter vector $\theta_i$, a given model $M_i$, $\Xi = (\lambda_0, \lambda_1, \lambda_3, \lambda_4, \lambda_5, \mu_5, \mu_6)$. Whenever the distribution assigns a low density to the observation $y_t$, the predictive score is small. Thus, maximizing the marginal likelihood corresponds to maximizing the sum of one-step-ahead predictive scores, which are related to the forecasting ability of the model (Geweke et al., 2011). Estimating the hyperparameters by maximizing the marginal likelihood is an Empirical Bayes method, which has a frequentist flavor.\footnote{This is seen critically by pure Bayesians, as Carlin and Louis (2000) note: “Strictly speaking, empirical estimation of the prior is a violation of Bayesian philosophy: the subsequent prior-to-posterior updating ...’would use the data twice’ (first in the prior, and again in the likelihood). The resulting inferences would thus be ‘overconfident’.} At the same time, the marginal likelihood plays an important role for Bayesian model comparison. Given two competing models $M_1$ and $M_2$, the posterior probabilities for each model are

$$\pi(M_i|\Xi, Y) = \frac{m(Y|\Xi, M_i)\pi(M_i)}{m(Y|\Xi, M_1)\pi(M_1) + m(Y|\Xi, M_2)\pi(M_2)}. \quad (19)$$

The posterior odds then are

$$\frac{\pi(M_1|\Xi, Y)}{\pi(M_2|\Xi, Y)} = \frac{m(Y|\Xi, M_1)}{m(Y|\Xi, M_2)} \times \frac{\pi(M_1)}{\pi(M_2)}. \quad (20)$$

The model choice can be based on the posterior odds, but it is more common to use the Bayes factors $BF_{1,2} = m(Y|\Xi, M_1)/m(Y|\Xi, M_2)$ directly for model comparison.

For the Normal-Wishart prior the marginal likelihood exists as a closed-form expression. It can be shown that the marginal likelihood has a matricvariate-t distribution $Mt(M, P, Q, v)$, where $M$ is the mean matrix, $Q$ and $P$ are positive definite symmetric matrices.
scale matrices and $v$ is the degree of freedom,

$$Y \sim Mt(Z\Gamma, (I_T + Z\Omega Z')^{-1}, S, v).$$

(21)

As shown by Giannone et al. (2015) (21) can be rewritten into an expression reflecting the common trade-off between in-sample fit and model complexity of information criteria, emphasizing why maximizing the marginal likelihood may be expected to lead to a useful amount of shrinkage.\footnote{Somewhat simplified relative to Giannone et al. (2015), we do not simulate the posterior mode of the distribution of the hyperparameters, but numerically maximize (21). This substantially reduces the computational burden, see footnote 7.} Examples of choosing the hyperparameters by maximizing the marginal likelihood include Carriero et al. (2015), Brandt and Freeman (2009) and Deryugina and Ponomarenko (2013).

What is more, the “marginalized” marginal likelihood can be used for variable selection: since multivariate likelihoods are not comparable when different dependent variables are included in the system, Ding and Karlsson (2014) propose marginalizing out the variables that are not of primary interest and then using the marginalized marginal likelihood for model selection. Their approach is based on the fit of a core subset of variables of interest that are always included in the model. Hence, one single model can be selected according to the marginalized marginal likelihood out of different VAR models which all include the variables of interest in addition to different combinations of other potentially relevant variables. Ding and Karlsson (2014) demonstrate in a simulation study that the marginalized marginal likelihood provides a sharp discrimination between models and variables, even in small samples with 100 observations.

For the Normal-Wishart prior there exists a closed-form expression for the marginalized marginal likelihood. Let w.l.o.g. $P = (I_q, 0_{q \times (m-q)})'$ be a $m \times q$ selection matrix such that $Y_1 = YP$, the matrix of the variables of interest. Then, for $\Gamma_1 = \Gamma P$ and $S_1 = P'SP$ the marginalized marginal likelihood is

$$Y_1 \sim Mt(Z\Gamma_1, (I_T + Z\Omega Z')^{-1}, S_1, v - m + q).$$

(22)

2.3. Conditional Forecasts

Conditional forecasts are a useful tool for policy analysis. Such forecasts have the advantage that they are invariant against the ordering of the variables, if (as in our case) the structural shocks are exactly identified. For different fixed paths of one variable the researcher can investigate the consequences for the other variables in the VAR system. Waggoner and Zha (1999) provide a framework for calculating the conditional forecast distribution using a Gibbs sampling algorithm. To illustrate the idea, note that at time $T$ (1) (with a constant $c$ as the only deterministic variable for simplicity) can be written as

$$y_T' = \sum_{i=1}^{p} y_{T-i}' A_i + c + \epsilon_T' A_{0}^{-1},$$

(23)
with \((A_0^{-1})'A_0^{-1} = \Psi\) and \(\epsilon'\) being the uncorrelated structural shocks, with \(E(\epsilon_i \epsilon'_j) = I\). Iterating the system \(h\) steps forward yields

\[
y'_{T+h} = cK_{h-1} + \sum_{i=1}^{p} y'_{T+1-i}N_i(h) + \sum_{j=1}^{h} \epsilon'_{T+j}M_{h-j}, \tag{24}
\]

where

\[
K_0 = I, \tag{25}
\]

\[
K_l = I + \sum_{j=1}^{l} K_{l-j}A_j, \quad l = 1, 2, \ldots; \tag{26}
\]

\[
N_i(1) = A_i, \quad i = 1, \ldots, p; \tag{27}
\]

\[
N_i(h) = \sum_{j=1}^{h-1} N_i(h-j)A_j + A_{h+i-1}, \quad i = 1, 2, \ldots, p, \quad h = 2, 3, \ldots; \tag{28}
\]

\[
M_0 = A_0^{-1}, \tag{29}
\]

\[
M_l = \sum_{j=1}^{l} M_{l-j}A_j, \quad l = 1, 2, \ldots; \tag{30}
\]

with the convention that \(A_j = 0\) for \(j > p\). The future values \(y'_{T+h}\) in (24) depend on a systematic part and structural shocks. By writing (24) as

\[
y'_{T+h} - cK_{h-1} - \sum_{i=1}^{p} y'_{T+1-i}N_i(h) = \sum_{j=1}^{h} \epsilon'_{T+j}M_{h-j}, \tag{31}
\]

one can see that restrictions placed on the future path of at least one of the variables in \(y_t\) implies restrictions on the future shocks to each variable in the system. These constraints on future innovations are expressed as

\[
r = Re, \tag{32}
\]

where \(r\) is a \(q \times 1\) vector containing the values for the constrained variables minus the unconditional forecast of the constrained variables, \(e\) is a \(q \times 1\) vector containing the constrained future innovations and \(R\) is a \(q \times g\) matrix containing the impulse response of the constrained variables to the structural shock \(\epsilon_t\) at horizon 1, 2, \ldots, \(h\), where \(h\) is the maximum forecast horizon, \(q\) is the total number of conditions, \(g = hm\) is the total number of future innovations and \(q \leq g\). Imposing conditions on a variable in such a way has the advantage that the variable itself is still treated as endogenous over the forecast period. However, solving (32) for \(e\) generally yields infinitely many solutions. Doan et al. (1984) show that the unique solution that satisfies the constraints and minimizes the sum of constrained future innovations \(e'e\) is given by

\[
\hat{e} = R'(RR')^{-1}r. \tag{33}
\]
The conditional forecasts are then calculated by inserting \( \hat{\epsilon} \) into (24). The Gibbs sampling algorithm of Waggoner and Zha (1999) simulates the distribution of the conditional forecast and accounts for both parameter uncertainty and the structural shocks that are constrained for the conditional forecasts.

3. Simulation Study

3.1. Simulation Design

The simulation study compares different ways to choose the prior hyperparameters, to study which performs better in estimating impulse response functions in small samples, also relative to standard OLS-based estimates. We employ the following two data generating processes (DGPs)

\[
y_t' = y_{t-1}' \begin{pmatrix} 1 & 0.015 & -0.006 \\ 0.005 & 1 & 0.036 \\ -0.044 & -0.05 & 1 \end{pmatrix} + y_{t-2}' \begin{pmatrix} -0.04 & -0.005 & -0.0261 \\ -0.035 & -0.061 & -0.011 \\ 0.028 & -0.0074 & 0.005 \end{pmatrix} + u_t' \tag{34}
\]

and

\[
y_t' = y_{t-1}' \begin{pmatrix} 1 & 0.015 & -0.006 \\ 0.005 & 1 & 0.036 \\ -0.044 & -0.05 & 1 \end{pmatrix} + y_{t-2}' \begin{pmatrix} -0.04 & -0.005 & -0.0261 \\ -0.035 & -0.061 & -0.011 \\ 0.028 & -0.0074 & 0.005 \end{pmatrix} + y_{t-3}' \begin{pmatrix} 0.001 & 0.002 & -0.0004 \\ 0.01 & -0.029 & -0.004 \\ -0.01 & -0.003 & 0.03 \end{pmatrix} + y_{t-4}' \begin{pmatrix} -0.001 & -0.062 & 0.0274 \\ 0.009 & 0.006 & 0.0311 \\ 0.46 & 0.022 & -0.01 \end{pmatrix} + y_{t-5}' \begin{pmatrix} 0.001 & -0.0002 & 0.0004 \\ 0.002 & -0.0002 & -0.00031 \\ 0 & 0.0005 & -0.0001 \end{pmatrix} + y_{t-6}' \begin{pmatrix} -0.0009 & 0.0005 & -0.0004 \\ -0.0004 & 0.0001 & 0.00021 \\ 0 & -0.0001 & 0.0003 \end{pmatrix} + u_t' \tag{35}
\]

with \( u_t \sim \mathcal{N}(0, I) \) or t-distributed (for details, see below).

Figures 1 and 2 plot a realization for 1000 observations of the two DGPs using normally distributed errors. The long horizon reveals that none of the series is explosive over time. (The largest eigenvalue for DGPa is 0.984 and the largest eigenvalue for DGPb is 0.983.) Typically, datasets in applied work are however much smaller. If one only observes a small stretch of the process some of the series might appear explosive, as it is the case for German house prices (see Figures 7 or 11). This is particularly apparent for the second DGP where \( y_1 \) is much more volatile than \( y_2 \) and \( y_3 \). For example, \( y_1 \) could be representative of the interest rate, which is much more volatile than the consumer price index.
In the simulation, only 96 observations of the series will be used for estimation, which is the also the number of observations used in the empirical empirical analysis in Section 4. We assess the performance of different ways of choosing the prior hyperparameters by comparing the estimated impulse response functions with the true impulse response functions. In total, four different approaches are compared. In the first approach, the hyperparameters are set to small numbers to obtain a tight prior. This provides us with a benchmark of how much a “high” amount of shrinkage can help to obtain more precise estimates. The second approach selects the hyperparameters by maximizing the marginal likelihood, as described in Section 2.3. The third and fourth approaches select the hyperparameters by minimizing the MSE of out of sample forecasts. This is done by minimizing the average relative MSE (AMSE) of all variables

$$\overline{AMSE} = \frac{1}{m} \sum_{i=1}^{m} \frac{MSE_i}{MSE_i(RW)},$$

(36)

where $m$ is the number of variables used in the model and the effect of different scales on
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6The impulse response functions from the BVAR are estimated by taking the median of 1000 impulse response functions drawn. The Cholesky decomposition is used, as we also use it in the empirical part.
time series is removed by the division over the MSE from a random walk (RW) forecast for each variable. Since it is in general not clear which forecast horizon is to be used for the evaluation of the forecast performance, we consider two different ways. The third approach leaves out the last 12 observations for the forecast evaluation of 1-to-12 period ahead forecasts. For the estimation of the impulse responses all observations are used. The fourth approach is similar, but instead of using 1-to-12 period ahead forecasts, uses 24 one period ahead forecasts. Each approach is applied to both DGPs and for each DGP five setups (explained below) are used. We thus consider $4 \cdot 2 \cdot 5 = 40$ simulations in total. Each simulation is based on 1000 replications.

The first setup for DGPa uses two lags for estimation. The second setup also uses two lags but has t-distributed errors with four degrees of freedom. In the third setup twelve lags are used for estimation with t-distributed errors. The other can be described as $y_{5t} = y_{5t-1} + 0.3y_{2t-1} + v_t$ with $v_t \sim N(0, 1)$. In both setups 4 and 5 the errors of the VAR (i.e. $y_{lt}$ to $y_{ul}$) are t-distributed with four degrees of freedom. In the fourth setup twelve lags are used, while in the fifth setup two lags are used. Table 1 provides a summary of the different setups.\footnote{A single setup with 1000 replications is already fairly computationally demanding. For the simulations,}
Table 1: Simulation Setups

<table>
<thead>
<tr>
<th>Setup</th>
<th>Number of Lags</th>
<th>Distribution</th>
<th>Additional Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2/6</td>
<td>normal</td>
<td>no</td>
</tr>
<tr>
<td>2</td>
<td>2/6</td>
<td>t-distributed</td>
<td>no</td>
</tr>
<tr>
<td>3</td>
<td>12/12</td>
<td>t-distributed</td>
<td>no</td>
</tr>
<tr>
<td>4</td>
<td>12/12</td>
<td>t-distributed</td>
<td>yes</td>
</tr>
<tr>
<td>5</td>
<td>2/6</td>
<td>t-distributed</td>
<td>yes</td>
</tr>
</tbody>
</table>

The table shows the number of lags used for estimation, the distribution of the error terms and if irrelevant additional variables are added to the VAR in each setup. For the t-distribution four degrees of freedom are used. Furthermore, the first number in the second column corresponds to DGPa and the second number corresponds to DG Pb.

The hyperparameters for the first approach are set to $\lambda_0 = 1$, $\lambda_1 = 0.1$, $\lambda_3 = 0.1$, $\lambda_4 = 2$, $\mu_5 = 0$ and $\mu_6 = 0$. When the lag length for estimation is higher than the true lag length $\lambda_3$ is set to 3. For the other approaches the hyperparameters are chosen out of all combinations of $\lambda_0 \in \{0.1, 0.5, 0.9\}$, $\lambda_1 \in \{0.1, 0.5, 0.9\}$, $\lambda_3 \in \{0.1, 1, 2, 4\}$, $\lambda_4 \in \{0.1, 1, 2, 3\}$, $\mu_5 \in \{0, 0.1, 1\}$ and $\mu_6 \in \{0, 0.1, 1\}$. Although we know that all eigenvalues of the two DGPs lie inside the unit circle, we allow for values different from zero for $\mu_5$ and $\mu_6$, as a researcher only observing a small sketch might do the same. Further note that we do not need to choose values for $\lambda_5$, as no deterministic variables are included in the model.

The different setups aim to mimic realistic scenarios. In real world applications residuals typically have higher kurtosis than three and thus violate the normality assumption. The error terms are hence mostly drawn from a t-distribution. Moreover, the VAR is estimated with more lags and variables than necessary: in real world applications the researcher does not know which variables belong into the VAR model and thus might add irrelevant control variables to avoid an omitted variable bias. These irrelevant variables then increase the variance of the estimates. We account for this in setup 4 and 5. The same is true for the lag length, with researchers fitting too many lags to avoid biased estimates. For example, Litterman (1979) suggested to add as many lags as computationally feasible, with a prior distribution that incorporates the belief that higher lags are more likely to be close to zero. We account for this in setup 3 and 4.

3.2. Simulation Results

We present results in different ways. First, to investigate the bias of the BVAR and OLS-VAR (VAR for short) the mean of all estimated impulse response functions (for the BVAR this is the median of 1000 drawn impulse response functions) are compared
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we used the HPC cluster Peregrine at the Rijksuniversiteit Groningen.
Figure 3: Comparison between the mean of the estimated impulse responses of the BVAR and VAR with the true impulse responses for DGPa and the fourth setup. The choice of hyperparameters is based on the marginal likelihood.

with the true impulse response functions. Second, the mean squared error (MSE) for the VAR and BVAR is calculated. The ratio of the MSE of the VAR over the MSE of the BVAR is used to compare their performance. Values above one indicate that the MSE of the BVAR is lower than the MSE of the VAR. But neither the mean nor the MSE are robust to outliers. Hence, results could potentially be strongly influenced by only a few number of extreme estimates in some of the replications. Third, quantiles of the estimated impulse responses may therefore provide a better impression of their distribution.

As an example, Figure 3 reports the mean of the estimated impulse responses of the BVAR and VAR for DGPa and the fourth setup with hyperparameters chosen based on the marginal likelihood. The responses of both models replicate the shape of the true responses with a bias. But, the bias when an informative prior is used is generally smaller than the bias of the VAR. Figure 4 shows the 0.05-and 0.95-quantiles of the estimated impulse responses for both models. The BVAR clearly dominates the VAR, being much closer to the true impulse responses. This result is qualitatively similar for the other simulations. The BVAR is more robust than the VAR against overspecifying the lag length or/and adding irrelevant variables.
To investigate the performance of the four different approaches we compare the MSE ratios. Figure 5 and Figures A.1-A.4 report the MSE ratio for each approach and all simulations of DGPa for each impulse response function. The results for DGPb are similar. With only a few exceptions the MSE of the approach based on the marginal likelihood is better than the frequentist VAR and works better with normally distributed errors, but is robust to t-distributed errors. Furthermore, in most cases the marginal likelihood outperforms the hyperparameter choice based on the forecast performance. The hyperparameter choice based on the forecast performance sometimes even performs quite poorly, producing an MSE much higher than the frequentist VAR. This is particularly the case for responses to own shocks. The approach of using 24 one step ahead forecasts works better compared to the approach of using one 12 step ahead forecast, indicating that in small samples a selection of the hyperparameters according to the out-of-sample performance may suffer from using only a small fraction of the sample observations. Instead, the marginal likelihood makes more efficient use of the data by using the full sample. This
Figure 5: Comparison between the four different approaches for DGPa and setup 1. The hyperparameter choice in the first approach is based on the benchmark (BM), the second is based on the marginal likelihood (ML), the third is based on the forecast performance (FP) of 1-to-12 period ahead forecasts and the last is based on the forecast performance of 24 one period ahead forecasts. For each approach the ratio of the MSE, of the VAR, over the MSE, of the BVAR, is plotted for each impulse response function. Hence, values higher than one imply that the MSE of the BVAR is smaller than that of the VAR.

result is consistent with Ding and Karlsson (2014). Their simulation study shows that the marginalized marginal likelihood provides a sharper discrimination between models and variables than the predictive likelihood, as the marginalized marginal likelihood uses the full sample and the predictive likelihood only uses a smaller fraction of the data.

However, the simulation results, as usual, depend on the specification of the DGP. For example, the first own lags of both DGPs are one. This is not implausible for real data, but matches the prior beliefs. One can argue that a DGP which matches the prior beliefs too closely gives the BVAR an unfair advantage over the VAR. In real world applications prior beliefs are often more inaccurate. To address this concern we run additional simulations for both DGPs and each setup, where first own lags are set to 0.9 instead of 1. The hyperparameters are selected according to the marginal likelihood. The results of this
Figure 6: Comparison between the 0.05 and 0.95 quantiles of the estimated impulse responses of the BVAR and VAR with the true impulse responses for DGPa where first own lags are set to 0.9 instead of 1 and the fourth setup. The choice of hyperparameters is based on the marginal likelihood.

Simulation are consistent with the previous results. As an example, Figure 6 shows the 0.05 and 0.95 quantiles of the estimated impulse responses for both models. Thus, prior information centered at “false” parameter values may still help to produce more precise estimates.

4. House prices and interest rates

This section uses a BVAR to investigate the link between house prices and interest rates. We first consider a set of important control variables used in the literature. Out of these potential variables Section 4.2 selects the control variables via the marginalized marginal likelihood. Based on the selected variables, Section 4.3 finally presents the results of the impulse response analysis, variance decomposition and counterfactual analysis. Our main findings are that the increase in house prices can be better explained by falling interest rates than by other fundamentals of the economy and that increasing interest rates likely
are sufficient to stop the increase of house prices.

4.1. Theoretical Considerations about the Data

We use the real estate price indices for existing houses by the German real estate internet platform ImmobilienScout24, Germany’s largest real estate internet platform. Existing houses are much more important than newly built houses, accounting for the majority of the market. The indices are measured with monthly frequency starting in 2007 and are based on offer prices placed on ImmobilienScout24 (Bauer et al., 2013). Figure 7 shows the time series of log house prices indices.

After the financial crisis house prices initially dropped, but have increased fairly rapidly since 2010. Long term interest rates in Germany decreased from 4.02% to 0.59% during the same period, see Figure 8. Economic theory provides different explanations for why decreasing interest rates may lead to a higher demand for real estate projects. Decreasing interest rates lower the costs of financing real estate, making it more profitable to invest in real estate than in bonds. If lower interest rates are also associated with higher inflation in the future, investing in real estate can protect the wealth of economic agents. Since real estate projects are typically long term investments, their development is more likely to be linked to the development of long term interest rates than to short term interest rate.\(^8\) Existing literature however mostly uses short term interest rates, being interested

\(^8\)This is confirmed by comparing the fit of the house prices with the marginalized marginal likelihood between a BVAR including short term interest rates besides house prices and a BVAR including long
Several studies analyze the link between central banks’ monetary policy decisions and house prices. Examples include Jarociński and Smets (2008), Gopolicy and Hofmann (2008), Musso et al. (2011), Setzer and Greiber (2007) and Demary (2009). All studies use gross domestic product (GDP), the consumer price index (CPI) or both as control variables in their VAR models. Moreover, all find evidence that monetary policy influences house prices. A recent study for Switzerland by Berlemann and Freese (2013) analyzes the link between interest rates, house prices and stock prices. Other studies focus on the effect of other macroeconomic variables on house prices. Baffoe-Bonnie (1998) finds evidence that employment changes can explain real estate cycles of house demand and the number of houses sold. The fluctuations in employment cause a change in incomes and the change in incomes has an effect on the demand for houses. Furthermore, Bharat and Zan (2002) and McQuinn and O’Reilly (2007) find evidence of a long-run cointegration relationship between house prices, income and interest rates. In contrast to these studies we focus our attention specifically on Germany and investigate the time period after the financial crisis.
Table 2: Variable Selection first stage

<table>
<thead>
<tr>
<th></th>
<th>$p$</th>
<th>$\lambda_0$</th>
<th>$\lambda_1$</th>
<th>$\lambda_3$</th>
<th>$\lambda_4$</th>
<th>$\mu_5$</th>
<th>$\mu_6$</th>
<th>AMSE</th>
<th>mse</th>
<th>mml</th>
</tr>
</thead>
<tbody>
<tr>
<td>DAX</td>
<td>4</td>
<td>0.5</td>
<td>0.5</td>
<td>1</td>
<td>1</td>
<td>0.9</td>
<td>1</td>
<td>1</td>
<td>0.9</td>
<td>9.4</td>
</tr>
<tr>
<td>Production</td>
<td>4</td>
<td>0.9</td>
<td>0.9</td>
<td>2</td>
<td>1</td>
<td>0.9</td>
<td>1</td>
<td>1</td>
<td>0.7</td>
<td>9.3</td>
</tr>
<tr>
<td>Income</td>
<td>4</td>
<td>0.5</td>
<td>0.9</td>
<td>2</td>
<td>1</td>
<td>0.9</td>
<td>1</td>
<td>1</td>
<td>0.6</td>
<td>9.5</td>
</tr>
<tr>
<td>CPI</td>
<td>4</td>
<td>0.5</td>
<td>0.9</td>
<td>2</td>
<td>1</td>
<td>0.9</td>
<td>1</td>
<td>1</td>
<td>0.7</td>
<td>9.6</td>
</tr>
<tr>
<td>Eonia</td>
<td>4</td>
<td>0.5</td>
<td>0.9</td>
<td>1</td>
<td>1</td>
<td>0.9</td>
<td>1</td>
<td>1</td>
<td>0.7</td>
<td>9.6</td>
</tr>
<tr>
<td>Rent</td>
<td>4</td>
<td>0.5</td>
<td>0.9</td>
<td>2</td>
<td>2</td>
<td>0.9</td>
<td>1</td>
<td>1</td>
<td>0.7</td>
<td>8.5</td>
</tr>
<tr>
<td>Employment</td>
<td>4</td>
<td>0.9</td>
<td>0.9</td>
<td>2</td>
<td>1</td>
<td>0.9</td>
<td>1</td>
<td>1</td>
<td>0.6</td>
<td>9.5</td>
</tr>
</tbody>
</table>

The table shows the marginalized marginal likelihood (mml) expressed in logs for house prices, as described in (22). In each row the corresponding variable is added to the model in addition to $r$ and house prices. AMSE gives the average MSE as described in (36) and mse gives the mean squared error just for house prices, measured in 1.0E-06 units. Both are based on 24 one step ahead forecasts for the observations ranging from 2013 to 2014.

We further consider rents, also taken from ImmobilienScout24. Moreover, the following time series taken from the databases of the Bundesbank (www.bundesbank.de) and the Statistical Data Warehouse of the ECB (http://sdw.ecb.europa.eu/home.do): $r$, the nominal secondary market yield of German government bonds with maturities of close to ten years, $\text{CPI}$, the German consumer price index, $\text{DAX}$, the German stock exchange index, $\text{Eonia}$, the effective overnight interest rate computed as a weighted average of all overnight unsecured lending transactions in the interbank market in Euro, $\text{Employed}$, the number of employed people in Germany, $\text{Prod}$, the industry production at constant prices in Germany and $\text{Income}$, the net income in Germany. For income we use a linear transformation to transform the series from quarterly to monthly frequency. All other time series are measured in monthly frequency ranging from 2007:01 to 2015:12. We reserve the data from 2015 for the out-of-sample performance assessment and use the remaining $T=96$ observations for estimation. The time series are not seasonally adjusted and, except for the interest rates, all variables are expressed in logs. Figure 8 plots the series.

## 4.2. Empirical Variable Selection

We first compute the marginalized marginal likelihood to choose relevant control variables. We estimate trivariate BVARs for all potentially useful variables considered in Section 4.1. Long term interest rates and house prices are always included. Then, the variable which delivers the highest marginalized marginal likelihood for house prices is retained. The hyperparameters are chosen by maximizing the marginal likelihood, as the simulation has shown that this approach outperforms the approach of selecting the prior hyperparameters based on their forecast performance. The lag length is selected together with the hyperparameters by simultaneously maximizing the marginal likelihood w.r.t. both.\footnote{We choose the lag length according to the marginal likelihood to avoid a overly long lag length, as the simulation in Ding and Karlsson (2014) shows that an overly long lag length lowers the discriminative}
The table shows the marginalized marginal likelihood (mml) expressed in logs for house prices, as described in (22). Production, house prices and $r$ are always included in the BVAR and in each row the corresponding variable is added to the model. AMSE gives the average MSE as described in equation (36) and mse gives the mean squared error just for house prices, measured in 1.0E-06 units. Both are based on 24 one step ahead forecasts for the observations ranging from 2013 to 2014.

The table shows the marginalized marginal likelihood (mml) expressed in logs for house prices, as described in (22). Production, house prices and $r$ are always included in the BVAR and in each row the corresponding variable is added to the model. AMSE gives the average MSE as described in equation (36) and mse gives the mean squared error just for house prices, measured in 1.0E-06 units. Both are based on 24 one step ahead forecasts for the observations ranging from 2013 to 2014.

To account for seasonal effects in the time series a set of monthly dummies is added to the model. Moreover, one dummy variable for the month 2011:09 is added to account for a potential outlier in the time series house prices, see Figure 7. When rent is included one more dummy variable is added for the month 2014:02, see Figure 8. However, neither dummy has an important influence on our results. The hyperparameter $\lambda_5$ is set to 0.9 to ensure that $\lambda_5 < \lambda_4$. Otherwise, the variation in the endogenous variables will be over-explained by the deterministic variables relative to the endogenous variables (Brandt and Freeman, 2006).

Table 2 shows the average MSE as described in (36), the MSE just for house prices and the log marginalized marginal likelihood for house prices, in addition to the selected prior hyperparameters and lag length. The mean squared errors are calculated based on 24 one-step-ahead out-of-sample forecasts. Values over one mean that the forecast performance of the model is on average worse than the forecast of a random walk. Except for the Eonia all values are lower than one, indicating no serious issue of overfitting.

The values for the marginalized marginal likelihood, as described in (22), are lowest for the two financial variables. This seems reasonable as private investors and house owners are not directly involved in the inter-bank market and as the stock market in Germany is less important for private investors compared with countries like the US. The marginalized marginal likelihood is highest for the three fundamental variables production, income
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Table 3: Variable Selection second stage

<table>
<thead>
<tr>
<th></th>
<th>$p$</th>
<th>$\lambda_0$</th>
<th>$\lambda_1$</th>
<th>$\lambda_2$</th>
<th>$\lambda_3$</th>
<th>$\lambda_4$</th>
<th>$\lambda_5$</th>
<th>$\lambda_6$</th>
<th>AMSE</th>
<th>mse</th>
<th>mml</th>
</tr>
</thead>
<tbody>
<tr>
<td>DAX</td>
<td>5</td>
<td>0.5</td>
<td>0.9</td>
<td>1</td>
<td>1</td>
<td>0.9</td>
<td>1</td>
<td>1</td>
<td>0.8</td>
<td>9.7</td>
<td>362.45</td>
</tr>
<tr>
<td>Income</td>
<td>5</td>
<td>0.9</td>
<td>0.9</td>
<td>1</td>
<td>1</td>
<td>0.9</td>
<td>1</td>
<td>1</td>
<td>0.5</td>
<td>9.8</td>
<td>361.57</td>
</tr>
<tr>
<td>CPI</td>
<td>5</td>
<td>0.9</td>
<td>0.9</td>
<td>2</td>
<td>1</td>
<td>0.9</td>
<td>1</td>
<td>1</td>
<td>0.6</td>
<td>9.6</td>
<td>367.78</td>
</tr>
<tr>
<td>Eonia</td>
<td>5</td>
<td>0.5</td>
<td>0.5</td>
<td>1</td>
<td>1</td>
<td>0.9</td>
<td>1</td>
<td>1</td>
<td>1.0</td>
<td>9.7</td>
<td>365.12</td>
</tr>
<tr>
<td>Rent</td>
<td>5</td>
<td>0.5</td>
<td>0.9</td>
<td>2</td>
<td>1</td>
<td>0.9</td>
<td>1</td>
<td>1</td>
<td>0.7</td>
<td>8.6</td>
<td>367.49</td>
</tr>
<tr>
<td>Employment</td>
<td>5</td>
<td>0.9</td>
<td>0.9</td>
<td>1</td>
<td>1</td>
<td>0.9</td>
<td>1</td>
<td>1</td>
<td>0.5</td>
<td>9.8</td>
<td>361.94</td>
</tr>
</tbody>
</table>

Hyperparameters and lag lengths are chosen out of all combinations of $p \in \{1, 2, \ldots, 12\}$, $\lambda_0 \in \{0.1, 0.5, 0.9\}$, $\lambda_1 \in \{0.1, 0.5, 0.9\}$, $\lambda_2 \in \{0.1, 1, 2, 4\}$, $\lambda_3 \in \{1, 2, 3\}$, $\mu_5 \in \{0, 0.1, 1\}$ and $\mu_6 \in \{0, 0.1, 1\}$.
and employment. Not surprisingly, the value is similar for these three variables as they contain similar information about the economy. Industrial production has the highest marginalized marginal likelihood and also delivers the best out of sample forecasting performance of the fundamental variables and hence is added to the BVAR model.

Table 3 shows that given that production is now additionally included in the model, the marginalized marginal likelihood is lowest for income and employment as these do not provide much additional information.\textsuperscript{10} The model with CPI now has the highest marginalized marginal likelihood. Note, however, that the marginalized marginal likelihood is now a bit lower and the forecast performance for house prices has become slightly worse, compared to the trivariate BVARs from the first stage variable selection. Nevertheless, from an economic perspective CPI provide new information for the model. As the simulation results have shown that the BVAR is robust to adding irrelevant variables, we use CPI as additional control variable. The robustness checks in Sec. 4.4. will however demonstrate that our results are not driven by adding this variable. Furthermore, by including these variable, we will be able to highlight/show the importance of interest

\textsuperscript{10}It is also possible to consider the fit of different pairs of variables. However, we believe that this is not important here, as many of the variables contain similar information.
rates relative to other variables for the development of house prices.

4.3. Empirical Results

4.3.1. Innovation Accounting

We now turn to the discussion of the estimated impulse responses of the BVAR model including house prices, $CPI$, interest rates and production. Following the monetary policy literature (see Christiano et al., 1999) the ordering of the variable is as follows: $CPI$ is ordered first, production second, interest rates third and house prices last. Table B.2 shows the contemporaneous correlation between the residuals. The correlation between the residuals is low with exception for $CPI$, whose residuals show some correlation with the other residuals. Thus, we estimate the model again with $CPI$ ordered last as the only change. The estimated impulse responses are robust to the change in the ordering.

We now discuss the impulse responses shown in Figure 9. As expected, a positive shock to long term interest rates has a negative effect on house prices. Furthermore, the effect increases over time. Both structural shocks to $CPI$ and production are likely to have a positive effect on house prices, though zero is mostly contained in the Bayesian credibility.
Figure 11: The figure shows the actual and the fitted path of the interest rate and house prices in Germany, by setting all interest rates shocks to zero.

interval. Furthermore, a shock to interest rates likely has a positive effect on CPI. This can be explained by via the Fisher Parity, according to which a nominal interest rate shock may be linked to increasing expected inflation. Increasing expected inflation can also explain the positive response of Prod to an interest rate shock: when agents expect price increases, they bring forward their purchases. However, the associated uncertainty with a response of CPI and Prod to an interest rate shock is quite high and to the extent to which the results also apply to more tranquil periods is questionable. In order to quantify the relative importance of the different shocks, Figure 10 reports the proportion that each shock contributes to the forecast error variance of house prices over a 36 month horizon, based on the mean posterior parameters. The results show that the shocks to the long term interest rates account for an increasing amount of the variation in house prices over time, stressing the importance of interest rates for house prices in the long run. Hence, the impulse responses and the variance decomposition indicate that the falling interest rates are a decisive factor for increasing house prices in Germany.
4.3.2. Counterfactual Analysis

To gain a better understanding of the development of house prices, we perform an in-sample counterfactual simulation conditional on the first $p$ observations. We shall turn to the out-of-sample counterfactual analysis as described in Section 2.3. afterwards. First we simulate the VAR system by setting all coefficients to their mean values and adding in each period the estimated residuals. This produces a perfect fit. But setting all residuals in one equation to zero allows us to investigate the impact of the shocks of this variable on the development of house prices. Figure 11 shows the likely development of interest rates and house prices had there been no shocks to the interest rate equation. House prices would have been higher in the entire sample since 2008, as the left panel reveals that interest rate shocks had mostly a positive effect on the interest rate. However, this cannot entirely explain the decrease of the house prices from 2008 to 2010. Figure 12 shows the likely development of house prices to Germany if no shocks in the CPI, Prod, house prices equations and no shock in all equations had occurred. The shocks in the CPI and Prod equations had almost no impact on house prices, while the shocks in the house price equation can explain a large part of the decreasing house prices from 2008 to 2010.
If no shocks had occurred house prices would not have decreased. Hence, the decrease of house prices is likely related to negative shocks in the housing market, possibly related to the housing market crises in the US and Spain.

We now analyze how house prices might develop if the interest rate returned to its initial value of 4%, possibly due to a more restrictive monetary policy. It is not possible to answer this question by using the in-sample counterfactual analyses. Instead, we use a conditional forecast (described in Sec. 2.3.) to investigate the consequences of an increase in interest rates to 4% for the year 2015, comparing it with the results of an unconditional forecast. The unconditional forecast accounts for both parameter and forecast uncertainty. Figure 13 shows that house prices are predicted to continue to increase, in line with the actual path of house prices. If, however, interest rates were to rapidly go up to 4%, house prices are predicted to decrease.\footnote{It is also possible to assume a more realistic smooth increase of the interest rates, which however leads to the same conclusion.}

4.4. Robustness Checks

In order to show that our results are not driven by adding CPI to the model (which lowers the marginalized marginal likelihood of house prices), we estimate the model that delivers the highest marginalized marginal likelihood for house prices (the model that only includes Prod as additional control variable), based on the hyperparameters and lag length from Table 2. The results of the impulse response functions are reported in Figure A.5, the results of the counterfactual analysis are reported in Figure A.6 and the results of the variance decomposition are reported in Figure A.7. Taken together, the results are similar to the results of the BVAR including CPI.

For the BVAR model including house prices, CPI, interest rates and Prod the chosen hyperparameters and lag length (see Table 3) are not sufficient to remove all autocorrelation in the residuals in all equations. In order to have statistically well-behaved residuals the hyperparameter $\lambda_3$ is switched from 2 to 1. To show that the residuals do not show any misspecification in the likelihood function due to serial correlation or ARCH effects, Table B.1 in the appendix shows the results for the Ljung-Box test for the squared and unsquared residuals. But changing the hyperparameter $\lambda_3$ from 2 to 1 leads to a change of the average MSE from 0.64 to 0.71. However, the results are robust to changing the hyperparameter $\lambda_3$ from 2 to 1. Furthermore, the results are robust to using a lag length of twelve.

To further test the robustness of the results, we include Rent instead of CPI in the model. The estimation is based on the hyperparameters and lag length from Table 3. Again the results are similar to results of the benchmark model including CPI. Finally, we repeat the analysis of innovation accounting for different control variables. We estimate a BVAR for each of the variables in Table 2 which were not already included in the BVAR, in...
Figure 13: Conditional and unconditional forecasts with 68%, 90% and 95% error bands for house prices in Germany. The conditional forecast is based on the assumption that interest rates are at 4% over the forecast horizon and the dotted line represents the actual values. Furthermore, the variables production and CPI are included in the model.

addition to interest rates and house prices. The hyperparameters and lag length for each model are taken from Table 2. The results remain robust to these changes.

5. Conclusion

We study whether prior information helps to obtain more precise VAR estimates of impulse response functions in small samples. Moreover, we analyze different approaches of selecting the hyperparameters, which are compared via simulation. Building on the insights from the simulation, we empirically investigate the recent link between interest rates and house prices in Germany. The simulation study shows that the use of prior information to shrink the model parameters does indeed help to obtain sharper estimates of impulse responses. In addition, selecting hyperparameters by maximizing the marginal likelihood typically leads to more precise estimates than selecting the hyperparameters by minimizing out of sample forecast errors.
The empirical analysis reveals that interest rates play an important role in the recent development of house prices in Germany, as a large part of the variation in house prices can be explained by shocks to interest rates. The persistent negative response of house prices to interest rate shocks indicates that falling interest rates have substantially contributed to the sudden increase in house prices. It cannot even be ruled out that these have caused the increase in connection with Germany’s robust economic recovery and positive expectations from agents, see an de Meulen et al. (2014). A counterfactual analysis shows that a permanent increase of interest rates to 4% would be sufficient to stop the increase of house prices. Overall, the results of the impulse response functions, variance decomposition and conditional forecasts indicate that the increase in house prices can be better explained by falling interest rates than by other fundamental values of the economy.

We therefore provide evidence for the recent turbulent period on the German real estate market that suggests a strong relationship between house prices and interest rates. Of course, the extent to which the results also apply to more tranquil periods is an open issue.

Future research using a panel VAR for European countries would allow to use more observations in estimation and to investigate possible spillover effects between countries.
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Appendix A. Figures

Figure A.1: Comparison between the four different approaches for DGPa and setup 2. For further explanation see Figure 5.
Figure A.2: Comparison between the four different approaches for DGPa and setup 3. For further explanation see Figure 5.
Figure A.3: Comparison between the four different approaches for DGPa and setup 4. For further explanation see Figure 5.
Figure A.4: Comparison between the four different approaches for DGPa and setup 5. For further explanation see Figure 5.
Figure A.5: Median impulse response functions with 68%, 90% and 95% error bands. Note that *Prod* is ordered first, *r* second and house prices last.
Figure A.6: Conditional and unconditional forecasts with 68%, 90% and 95% error bands for house prices in Germany. The conditional forecast is based on the assumption that interest rates are at 4% over the forecast horizon and the dotted line represents the actual values. Furthermore the variable production is included in the model.
Figure A.7: The figure shows the forecast error variance decomposition in percent for house prices. Note that $Prod$ is ordered first, $r$ second and house prices last.
## Appendix B. Tables

### Table B.1: Residual Diagnostics

<table>
<thead>
<tr>
<th>Lag Order</th>
<th>CPI</th>
<th>PROD</th>
<th>r</th>
<th>House prices</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Autocorrelation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.9304085</td>
<td>0.5385309</td>
<td>0.5544260</td>
<td>0.7888553</td>
</tr>
<tr>
<td>2</td>
<td>0.6044125</td>
<td>0.4560631</td>
<td>0.6689359</td>
<td>0.9250233</td>
</tr>
<tr>
<td>3</td>
<td>0.5907237</td>
<td>0.1139220</td>
<td>0.8157002</td>
<td>0.9113061</td>
</tr>
<tr>
<td>4</td>
<td>0.6666178</td>
<td>0.1010447</td>
<td>0.8352627</td>
<td>0.8833816</td>
</tr>
<tr>
<td><strong>Arch</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.5238383</td>
<td>0.6821993</td>
<td>0.8314608</td>
<td>0.5940535</td>
</tr>
<tr>
<td>2</td>
<td>0.6090765</td>
<td>0.1569768</td>
<td>0.7811688</td>
<td>0.8565438</td>
</tr>
<tr>
<td>3</td>
<td>0.7369050</td>
<td>0.2934287</td>
<td>0.8740507</td>
<td>0.9307898</td>
</tr>
<tr>
<td>4</td>
<td>0.5550961</td>
<td>0.3250750</td>
<td>0.9140744</td>
<td>0.9751791</td>
</tr>
</tbody>
</table>

The table shows the p-values for autocorrelation and arch Ljung-Box tests.

### Table B.2: Contemporaneous correlation between the residuals

<table>
<thead>
<tr>
<th></th>
<th>CPI</th>
<th>Prod</th>
<th>r</th>
<th>House prices</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CPI</strong></td>
<td>1.00</td>
<td>-0.11</td>
<td>0.25</td>
<td>0.18</td>
</tr>
<tr>
<td>Prod</td>
<td>-0.11</td>
<td>1.00</td>
<td>-0.04</td>
<td>0.01</td>
</tr>
<tr>
<td><strong>r</strong></td>
<td>0.25</td>
<td>-0.04</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td><strong>House_P</strong></td>
<td>0.18</td>
<td>0.01</td>
<td>0.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>